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Fig. 1. Fit of the PIONIER data by the LDD and hotspot model. Only spatial frequencies lower than 51 arcsec�1 were considered. Insets in the left

column: PA color-coded (u, v) coverage. North is up and East is left. Left column: squared visibilities with matching colors. Right column: closure
phases. The best-fitted model is represented in black. The four rows correpond to the 2012 January epoch (first row), 2013 February epoch (second

row), 2014 January epoch (third row), and 2014 November epoch (fourth row). For this latter epoch, a two-spots model was used and the whole
spatial frequency range was considered.
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Fig. 2. Evolution of the near infrared diameter of Betelgeuse over the
past two decades. The IRMA measurement comes from Dyck et al.
(1992), IOTA from Perrin et al. (2004) in K-band and Haubois et al.
(2009) in H-band, the two AMBER high-resolution K-band measure-
ments from Ohnaka et al. (2009, 2011), the AMBER K-medium reso-
lution and broadband from Montargès et al. (2014) and the PIONIER
H-band measurements are from the present work.

not lower, the shape of the observables not well reproduced, par-
ticularly for the first lobe of the visibility function), or wspot2 con-
verged to zero.

The spotty model also gives an LDD diameter and an LD pa-
rameter which are typical for the much observed star Betelgeuse.
This was not the case for the LDD disk model alone. Figure 2
represents the archival near-infrared LDD diameter measured
on Betelgeuse for the last two decades. Our values are in the
same range as previous measurements (46.1 ± 0.2 mas from
Dyck et al. 1992; 43.76 ± 0.12 mas from Perrin et al. 2004;
44.31 ± 0.12 mas from Haubois et al. 2009; 43.6 mas from
Chiavassa et al. 2009; 43.56± 0.06 mas from Ohnaka et al. 2009;
42.49±0.06 mas from Ohnaka et al. 2011; and 42.28±0.43 mas
for the K continuum, and 45.07±0.48 mas for the whole K-band,
both from Montargès et al. 2014).

The best-fit models for the four epochs give �̃2 values greater
than one and the standard deviation of the �2 is much greater
than the square root of twice the number of degree of freedom.
However, the shape of the derived squared visibilities and clo-
sure phases reproduce the observed data well. This comes from
the chosen model. Indeed, we decided to consider symmetric
Gaussian hotspots. The shape of this structure is certainly more
complex than the structure we adopted and, as a consequence,
it must have an e↵ect on the observables, particularly the clo-
sure phases. We could have used an elliptical gaussian to sim-
ply mimic this supposed behavior, but this would have added
two variables in a very degenerated parameter space and led to
larger uncertainties on the best-fitted model. Moreover the solu-
tion would certainly not have been unique, as only a few changes
in the high spatial frequency domain in the Fourier space would
have been su�cient to improve the fit, without significantly al-
tering the resulting direct image. This seems characteristic of a
sparse sampling of the uv plane for a largely resolved object.

The main obstacle is that we cannot derive the star diameter
with an independent process: the larger hotspot has a direct e↵ect
on the first lobe of the visibility function, usually used for this
process.

Haubois et al. (2009) fitted their data with two hotspots. The
largest one remains two times smaller than ours. Their positions

Fig. 3. Intensity maps derived from the best fitted LDD and Gaussian
hotspot model. North is up and East to the left.

on the stellar disk are di↵erent, which is to be expected as their
observations took place in 2005. Indeed, according to radiative-
hydrodynamics simulations, bright and large convective cells be-
ing seen in the near infrared evolve on a timescale of years (the
simulations explore several years of stellar evolution and, in the
produced images, we directly see that large and bright hotspots
take at least a year to evolve significantly). We note that neither
these authors nor we observe a counterpart to the chromospheric
bright spot detected by Uitenbroek et al. (1998) and tentatively
identified as the southern pole of the star. This di↵erence was
addressed by Dupree (2011): the formation of the infrared and
ultraviolet structures are certainly very di↵erent.

We would like to emphasize that it is the four-telescope (u, v)
coverage of PIONIER that allowed us to sample two directions
almost orthogonal in the Fourier plane. Without this, the dis-
placement of the spatial frequency at which the first null of the
visibility function occurs would probably have been interpreted
as an increase of the stellar diameter.

4. Radiative-hydrodynamics simulations

Radiative-hydrodynamics simulations have been previously
used to interpret the interferometric observations of Betelgeuse
in the optical domain, H, and K-band (Chiavassa et al. 2010)
and in the K-band (Montargès et al. 2014). The visibilities were
reproduced up to 120 arcsec�1.

We used RHD simulations computed with the CO5BOLD
code (COnservative COde for the COmputation of
COmpressible COnvection in a BOx of L Dimensions, L = 2, 3,
Freytag et al. 2012). This code solves the coupled equations of
compressible hydrodynamics and non-local radiation transport.
The main characteristics of the four simulations we used are
summarized in Table 5, and they are also described in details
in Chiavassa et al. (2011a). Rotation is not included in these
models.

We used several hundreds of snapshots of those simulations,
each one representing the temporal evolving convection pattern
on the stellar surface. Intensity maps are computed using the 3D
pure-LTE transfer code Optim3D (Chiavassa et al. 2009). For
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Figure 8. High (bottom panels) and low (upper panels) precision quadratic LDCs derived from transit photometry for several exoplanets (white data points)
and MC-SPAM model LDCs (u∗

1, u
∗
2) using ATLAS (blue, to the left of each data point) and PHOENIX (red, to the right of each data point) models. The blue and red

arrows next to the MC-SPAM results represent the mapping ui → u∗
i , i.e. from the original model LDCs obtained from fits to the intensity profiles (in practice

obtained using the non-linear coefficients through equation 3) and our MC-SPAM estimates. The temperature of the host star of each system is indicated above
each of the planet names, inside the figures. Note the change in scale between the upper and lower panels.
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• 𝛼 Cen A: solar-like 
G2V, a bit bigger and 
more massive, a bit 
older


• 𝛼 Cen B: cooler, less 
massive than Sun, 
K1V dwarf


• Betelgeuse: red 
supergiant

ESO/Wikipedia
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Fig. 5. Close-up views of the squared visibilities of αCen B in the lower part of the first lobe (left panel) and the second lobe (right panel).
The continuous line represents the broadband, limb darkened disk visibility model derived from the 3D RHD with θ3D = 6.000 mas. The
dashed lines correspond to results obtained from the 1D ATLAS model with θ1D = 6.017 mas. The upper dotted curve is a UD model with
θUD = 5.881 mas.

compared with VINCI. There will be two major advantages
with AMBER:

– It will provide a wavelength dependence of the visibility
([1.9−2.4] µm) therefore allowing differential studies of
limb-darkening as a function of wavelength.

– AMBER can simultaneously combine the light from three
telescopes and therefore measure the closure phase. This
gives an advantage to determining the angular size of the
star when observing in the minima of the visibility function.

These improvements will lead to better constrained angular di-
ameters of αCen A and B and, therefore, to high precision mea-
surement of the ratio of the linear radii of A and B, independent
of the parallax.
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Table 4. limb-darkening I(λ, µ) for various wavelengths over the JHK range.

λ (µm) / µ 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
1.050 0.4434 0.5745 0.6453 0.7069 0.7605 0.8087 0.8527 0.8932 0.9311 0.9667 1.0000
1.270 0.4646 0.6017 0.6738 0.7347 0.7860 0.8310 0.8711 0.9074 0.9406 0.9715 1.0000
1.650 0.4838 0.6752 0.7487 0.8039 0.8462 0.8812 0.9110 0.9369 0.9601 0.9811 1.0000
2.000 0.5442 0.7063 0.7707 0.8202 0.8585 0.8905 0.9178 0.9417 0.9630 0.9825 1.0000
2.200 0.5729 0.7220 0.7817 0.8283 0.8646 0.8950 0.9211 0.9439 0.9645 0.9831 1.0000
2.400 0.5968 0.7353 0.7912 0.8352 0.8698 0.8988 0.9239 0.9458 0.9656 0.9836 1.0000

Fig. 2. Snapshot of the disk-center (µ = 1) intensity emerging at the
stellar surface at a representative time.

checked for solar line formations (e.g. Asplund et al. 2000b,c,
2004), helioseismology (e.g. Rosenthal et al. 1999), and also
for stellar line formations (e.g. Allende-Prieto et al. 2002).

The adopted atmospheric parameters are those of Morel
et al. (2000), i.e. Teff = 5260 K, log g = 4.51 and
[Fe/H] = +0.2. The simulation was run for a few hours of stel-
lar time that covered several convective turn-over times. The
result is a 3D, time-dependent box representing the stellar sur-
face. A snapshot of the disk-center surface intensity is repre-
sented in Fig. 2. The structure of our model is similar to the one
obtained by Nordlund & Dravins (1990) but is even more real-
istic, since the present version of the code solves compressible
equations of hydrodynamics and uses more grid-points, which
allows a better treatment of the turbulence.

3.2. 3D limb-darkening

The monochromatic surface intensity was computed for var-
ious latitudinal µ and longitudinal ϕ directions at the stellar
surface. The limb-darkening Iλ(µ) was obtained by horizon-
tal (x, y), longitudinal and time averages of the surface in-
tensity. For the time average, we considered a sequence of
2 hours of stellar time. The results are plotted in Fig. 3 for
the two extreme wavelengths of our spectral domain, 1.0 and
2.4 µm. For comparison, we overplot limb-darkening obtained
from a 1D ATLAS9 model for the same wavelengths and

for the same stellar fundamental parameters. It appears that
3D RHD produces a less significant center-to-limb variation
than a 1D static model. The departure from a 1D model in-
creases with decreasing wavelengths. Such behavior was also
found by Allende Prieto et al. (2002) for Procyon. However,
in the case of α Cen B, the departure from 1D to 3D limb-
darkening is smaller, as a consequence of a less efficient con-
vection in K dwarfs as compared to F stars.

The reason the emergent intensity differs between 1D and
3D models is that the properties of the superadiabatic and sur-
face convective layers cannot be described well by the mixing
length formalism, whatever parameter we choose. The temper-
ature inhomogeneities (granulation) together with the strong
sensitivity of the opacity (H−) to the temperature make the
warm ascending flows more opaque than they would be for a
homogeneous 1D model. This purely 3D effect, added to the
contribution of the turbulent pressure, pushes the location of
the surface to lower densities. The temperature gradient in these
regions is steeper than in the 1D case (see Nordlund & Dravins
1990). Since the continuum is formed in these layers, the emer-
gent intensity is different.

The correction due to 3D simulations (a few percents)
is small but not negligible with respect to the precision ob-
tained by the new generation of interferometric instruments
like VINCI or AMBER. This improvement is essential for de-
riving an accurate angular diameter of the star. We report our
limb-darkening predictions in Table 4 for a series of contin-
uum wavelengths between 1.0 and 2.4µm, corresponding to the
JHK range accessible to the AMBER instrument.

4. Visibility model and angular diameter
of αCen B

In this section, we describe the application of our 3D limb-
darkening models to the interpretation of the VINCI measure-
ments of αCen B.

4.1. Limb-darkened disk visibility model

In the simple case of a centro-symmetric star such as αCen B,
the visibility function measured using a broadband inter-
ferometric instrument such as VINCI is defined by three
wavelength-dependent functions:

1. The spectral energy distribution S(λ) of the star, ex-
pressed in terms of photons (VINCI uses a photon counting
detector).
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Fig. 5. Interferometric observables measured on Antares by VLTI/PIONIER at 1.61 µm (black points). The green curve corresponds to a LDD
power-law model of 37.89 mas in diameter and a LD exponent of 0.52. The color points represent the probability of the observables computed
for 1000 iterations of a LDD power law model of 37.89 mas in diameter and a LD exponent of 0.52 with two distributions of bright Gaussian
spots. The first has spots with a FWHM of 17 mas, a filling factor of 0.5 and a contribution of 3% to the total intensity. The second has spots with
a FWHM of 2 mas, a filling factor of 0.4 and a contribution of 10% to the total intensity. Top panel: squared visibilities. Bottom panel: closure
phases. The spatial frequency domain is fragmented to zoom onto each data range.

of the stellar diameter). Considering the number of small fea-
tures that can be placed on the photosphere and the many pos-
sible locations, classical model fitting is excluded. We rely on
comparison of the data with observables computed from an em-
pirical model. The model we use consists of a LDD star on
which we add distributions of randomly positioned Gaussian
spots of fixed size (described by the full width at half maximum,
FWHM). We fit each spectral channel independently. For each
distribution i, we can tune the maximum fraction of the visible
photosphere that can be occupied by the spots ( fi) and the in-
tensity contribution (Ii). It is then equally distributed among the
individual spots, after a weighting by the limb darkening at the
spot’s central coordinates:

Ispot(µ) =
Ii

Nspot,i
µ�LDD . (2)

Owing to projection of the sphere onto the plane of the sky, the
probability of encountering spots near the limb is higher than
near the center. In the model, spot radial and azimuthal positions
are defined by:

rspot =
✓LDD

2

r
cos
✓
m ⇥ ⇡

2

◆
; ✓spot = n ⇥ 2⇡, (3)

where m and n are two independent random variables between 0
and 1. The detailed expression of the complex visibility function
for a LDD with a distribution of Gaussian bright spots is (derived

Table 3. Mean LDD parameters derived in each spectral channel from
the PA-dependent fit (Table 2).

Parameter 1.61 µm 1.66 µm 1.71 µm
✓LDD (mas) 38.27 ± 0.37 39.69 ± 0.40 38.79 ± 0.54
�LDD 0.52 ± 0.02 0.66 ± 0.01 0.46 ± 0.02

from the single spot model of Montargès et al. 2016):

V(u, v) =
0
BBBBB@1 �
X

i

Ii

1
CCCCCAVLDD(u, v) +

X

i

X

spots

8>>><
>>>:

Ispot(u, v)

⇥ exp

2
666666664�
⇣
2⇡rspot�i

⌘2

2

3
777777775 exp

h
�2 j⇡
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uxspot + vyspot

⌘i
9>>>=
>>>;
,

(4)

with xspot = rspot cos(✓spot), yspot = rspot sin(✓spot), �i = FWHMi/
(2
p

2 ln(2)) and j
2 = �1. The expression of VLDD is given by

Eq. (1).
Since many spot configurations are possible, we consider

here the result of 1000 such random models. To have an accurate
overview of the observables, we derive the probability of obtain-
ing a given squared visibility or closure phase value. Examples
of individual size distributions are given in Appendix B.

Montargès et al. (2016) showed that the presence of spots di-
rectly a↵ects the angular diameter measurement. Therefore, for
each distribution we matched with our dataset, we explored a
4 mas range around the best LDD diameter derived in Table 3
with a step of 0.1 mas. In Fig. 5, we present the model that best
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